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1 Introduction

1.1 I.AM. project background

Europe is leading the market of torque-controlled robots. These robots can withstand physical interac-tion with the environment, including impacts, while providing accurate sensing and actuation capabili-ties. I.AM leverages this technology and strengthens European leadership by endowing robots to exploitintentional impacts for manipulation. I.AM focuses on impact aware manipulation in logistics, a new areaof application for robotics which will grow exponentially in the coming years, due to socio-economicaldrivers such as booming of e-commerce and scarcity of labour. I.AM relies on four scientific and techno-logical research lines that will lead to breakthroughs in modeling, sensing, learning and control of fastimpacts:
1. I.Model offers experimentally validated accurate impact models, embedded in a highly realisticsimulator to predict post-impact robot states based on pre-impact conditions;
2. I.Learn provides advances in planning and learning for generating desired control parametersbased on models of uncertainties inherent to impacts;
3. I.Sense develops an impact-aware sensing technology to robustly assess velocity, force, and robotcontact state in close proximity of impact times, allowing to distinguish between expected andunexpected events;
4. I.Control generates a framework that, in conjunction with the realistic models, advanced planning,and sensing components, allows for robust execution of dynamic manipulation tasks.

This integrated paradigm, I.AM, brings robots to an unprecedented level of manipulation abilities. Byincorporating this new technology in existing robots, I.AM enables shorter cycle time (10%) for applica-tions requiring dynamic manipulation in logistics. I.AM will speed up the take-up and deployment in thisdomain by validating its progress in three realistic scenarios: a bin-to-belt application demonstrating ob-ject tossing, a bin-to-bin application object fast boxing, and a case depalletizing scenario demonstratingobject grabbing.
1.2 I.Control background

This deliverable sums up the work that have been conducted all along the project in WP4: I.AM. I-Control. We recall the WP4 I-Control objectives are:
• Extending existing whole-body, constrained, optimization-based, QP robot control architecture toexplicitly account for the execution of intentional impacts tasks: the main ideas we came within I.AM., is (i) to integrate contact awareness in the constraints of the QP to account for statejumps inherent to impact in robot state variables that appear in the QP tasks and constraints, (ii)to enhance the constraints with impact limitations, and (iii) being robust to impact location andsome modeling parameters.
• Enhancing the QP control with a short-time horizon model preview control to handle the fast dy-namics in meeting impacts and releasing abrupt contacts: this objective is still on-going for thetime being. As we only consider the QP controller with a one-step ahead view of the impact,
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hence assuming the impact will occur in the next iteration at each cycle (which is indeed very con-servative), it is important to see how far one can achieve in a full MPC implementation of the QPcontrol.
• Use of Control theory to assess the stability and robustness of QP based controller with adaptivestiffness, also as coupled with dynamical systems developed in I-Learn: novel ideas and resultsthat have been achieved are reported.

1.3 Purpose of the deliverable

This deliverable D4.1 aims at providing a synthesis of the main achievements made in the control of therobots and the demonstrators of I.AM.
1.4 Intended audience

The dissemination level of D4.1 is ‘public’ (PU) – meant for members of the Consortium (including Com-mission Services) and the general public. This document is intended to serve as an internal guideline forthe entire I.AM. Consortium and provide the consortium’s implementation plans regarding data man-agement.
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2 Impact-Aware QP-Control

When a robot collides – intentionally or inadvertently – with a rigid surface with a fairly high relativespeed, the induced forces are impulsive and the contact state is uncertain. The shock propagates throughthe robot linkage into the joints and can severely damage some parts of the hardware, e.g., the harmonicgears and torque sensors (if any).A common remedy is to carefully plan contact transitions with near-to-zero relative speed. However, thisstrategy can not achieve specific tasks that require relatively high impact such as swift grabbing. For suchtasks, the following robotic issues shall be improved concurrently: (i) design impact-resilient hardware(this is not tackled in I.AM. ); and (ii) devise robust control strategies that switch the robot equationsof motions and subsequent controllers following a transition policy called reset maps. The switchingoften requires a precise impact model and knowledge of additional parameters that depend on theenvironment and the robot, e.g., the impact localization on the robot (and on the environment surface),the contact normal, and the exact impact time. Acquiring these parameters in-situ, instantaneously, andreliably is not always possible in practice.

Figure 1: The impact-aware QP regulates the contact velocity in a modified search space to ensure thatthe post-impact state jumps are hardware-affordable.
An impact event is instantaneous and too short for a robot to react effectively. The impact duration(i.e., time interval) depends on the particular contact properties and the robot controller. In our recentstudies [1], an impact lasted about 20 msec. This is the reason why, any impact-friendly control strategyshall act a priori and a posteriori.To tackle on-purpose impact tasks safely, CNRS challenged the possibility of building impact-awarenesson the existing task-space control framework1 instead of devising an entirely new control scheme. Thereare many reasons for this choice:

• the framework has been proved to be efficient in handling complex industrial scenarios and multi-robot control [2, 3];
1mc rtc https://github.com/jrl-umi3218/mc_rtc
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• to our best knowledge, on-purpose impact objectives using the task-space quadratic programming(QP) formalism was not explicitly addressed;
• there is a relatively large community using it beyond the CNRS’ circle. Our guiding quest is to tryas much as possible to enhance task-space QP control to deal with impact without considerablychanging its structure. In other words: can we envision handling impact tasks simply by addingor reformulating task objectives and constraints without introducing new decision variables? Ouron-going research in I.AM. suggests that the answer to this latter question is yes, to some extent.

Formulating hardware impact limits2 as additional QP constraints, is straightforward but insufficient. Themain problem is dealing with unexpected state jumps that may damage the robot. Unexpected because,in practice, even if impact is planned to occur, there will be uncertainties on both contact time andlocation. The feedback velocity and force jump compromise the constraints’ feasibility. Consequently,we reformulate the usual constraints to account for such discontinuities. Then the QP is impact-awareand robust to state jumps by modifying the search space according to a one-step-ahead prediction ofnearby intended (i.e., expected) impacts. As a result, the controller updates the optimized – and hencefeasible – impact velocity reference in every control cycle. If the impact happened, the robot wouldfulfill both the hardware resilience and task-dictated constraints bounds.We summarize our main adding as follows:
• bound the post-impact states with analytically-constructed convex sets (half-space representedpolyhedra) assuming the impact is frictional in three dimensions;
• bound a generic post-impact robot state with a closed-form impact-aware template constraint;
• assess our impact-aware control design through experiments on the Franka Emika robot manipu-lator but also with a humanoid robot.

We build our QP improvement, see Figure 1, on top of our initial concept proposed in simulation forfixed-base robots in [4] and on our recent experimental modeling work done in I.AM. and publishedin [5, 1]. The main results in I.AM. for this task are gathered in a journal paper (IJRR) [6].Currently, the QP control framework is made available (open source and open access) and used by allthe I.AM. partners that required it. See also WP5 for its integration with AGX impact simulation and theI.AM. scenarios. It is intensively used by TU/e to integrate all the demonstrators and that contributed inmany fruitful discussions. It has also been installed at TUM and EPFL.

2Very few robot providers disclose the hardware’s impact-resilience bounds.
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3 Model Preview and Adaptive Control

Prioritized task-space multi-objective QP approaches enable online tasks insertion, removal or priorityswapping to lower subsequent discontinuity that may occur at the joint-acceleration and torque. Onthe other hand, the constraints have a higher priority over the tasks. The latter are generally achieved‘at best’ while fulfilling all the constraints. Unfortunately, introducing constraints online, namely thosefor impact-awareness, could make the QP infeasible. In fact, all the constraints have the same level ofpriority. Consequently, if at least two constraints conflict, the constraint-set becomes empty. We saythen that these constraints are incompatible.The main reason for this infeasibility is the QP controller being purely reactive, it solves the optimizationproblem based on the current robot state. However, dealing with potential incompatible constraintsrequires a prediction of the future robot states to know what are the current actions to do to ensure theviability of the control problem in the next iterations.

Figure 2: Classical approach (left): reference target beyond the obstacle, QP collision constraint takescare of avoiding the collision with the wall. Proposed approach (right): sequence of optimal targets(edge color gradually shifts from blue to pink according to the time evolution) are tracked by QP suchthat the collision with the wall is avoided. The red point denotes the initial task-space state.
Since the robot motion is essentially driven by the tasks’ dynamics defined in QP, our idea is to ensurethe constraints compatibility at the task level by modifying task targets to account for the limitationsand constraints. For instance, instead of arbitrarily defining set-point or trajectory references and letthe QP constraints take care of avoiding collisions at the risk of running into infeasibility, we compute asequence of optimal targets that converge to the reference targets while satisfying the hardware limitsand avoiding collision if any (2). These optimal targets are computed by the so-called reference governor(see [7], and also a recent survey in [8]).In I.AM. we are working at formulating such a reference governor using a linear MPC layer on top of theclosed-loop system constituted by the QP controller and the robot. Based on the system’s closed-loopdynamics, the MPC predicts the robot state over a finite horizon and enforces the different constraintson these predicted states. Hence, MPC outputs constraints-compatible optimal targets to be tracked bythe QP tasks.In what follows, we describe in details the implementation we are undergoing for the time being.We here consider a fixed-base manipulator moving in free space without contacts. The joint position,velocity and acceleration are denoted as q, q̇, q̈ ∈ Rn. The multi-body robot dynamics writes M(q)q̈+
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N(q, q̇)q̇+τg = τ . Furthermore, mechatronic hardware limits are encoded as lower and upper boundson joint accelerations q̈min ≤ q̈ ≤ q̈max and joint torques τmin ≤ τ ≤ τmax. The kinematic mappingbetween the robot end-effector position and the joint-space is formulated as:
p = fp(q) ∈ Rm, (1)
ṗ = Jpq̇ ∈ Rm, (2)
p̈ = Jpq̈ + J̇pq̇ ∈ Rm. (3)

Let the primary task-space objective given by reference end-effector position, velocity and accelerationtargets pref(t), ṗref(t), p̈ref(t) ∈ Rm, and reference joint-space positions, velocities and accelerations
qref(t), q̇ref(t), q̈ref(t) ∈ Rn. And fp , Jp are the forward kinematics and the corresponding jacobian.Furthermore, the robot safety is handled by keeping its configuration inside a set C defined as C =
{q ∈ Rn : h(q) ≥ 0} where h(q) is a barrier function denoting the distance to the boundary h(q) = 0and which has to remain positive. Hereafter, we drop the potential dependencies on time and q for easeof reading.The first step in formulating MPC is to have the dynamic model of the inner-loop to be controlled byMPC. Since the MPC computes optimal targets for the tasks, the inner-loop denotes the closed-loopformulation of the tasks combined in WBQP (whole body task and joint space QP with constraints). Todo so, we need first to compute the closed-form solution of the WBQP in terms of q̈, which is thenmapped to the task-space to have the corresponding closed-loop task dynamics. Nevertheless, the exis-tence of inequality constraints in WBQP makes it impossible to have an exploitable closed-form solution
q̈. In what follows, we consider the unconstrained WBQP. Then, we show how the constraints can beimplemented in MPC.Let us consider the WBQP without constraints

min
q̈

wp̈

2

∥∥∥Jpq̈ −
(
p̈pd − J̇pq̇

)∥∥∥2 + wq̈

2

∥∥∥q̈ − q̈pd

∥∥∥2, (4)
where wp̈ and wq̈ are the optimization weights, which can be written in a compact form

min
q̈

1

2

∥∥∥∥∥∥
√wp̈J

p

√
wq̈I

 q̈ −

√wp̈

(
p̈pd − J̇pq̇

)
√
wq̈q̈pd

∥∥∥∥∥∥
2

. (5)
The closed-form solution of the compact WBQP (5) is given as

q̈ =

√wp̈J
p

√
wq̈I

+ √wp̈

(
p̈pd − J̇pq̇

)
√
wq̈q̈pd

 , (6)
where the superscript (.)+ denotes the Moore-Penrose inverse√wp̈J

p

√
wq̈I

+

=

[
√
wp̈J

pT √
wq̈I

]√wp̈J
p

√
wq̈I

−1 [
√
wp̈J

pT √
wq̈I

]
=

(
wp̈J

pTJp + wq̈I
)−1

︸ ︷︷ ︸
G

[
√
wp̈J

pT √
wq̈I

]

=
[
√
wp̈GJpT √

wq̈G

]
∈ Rn×(m+n)

(7)
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By replacing (7) into (6), we get
q̈ =

[
√
wp̈GJpT √

wq̈G

]√wp̈I 0

0
√
wq̈I

p̈pd − J̇pq̇

q̈pd

 ,

=
[
wp̈GJpT wq̈G

]p̈pd − J̇pq̇

q̈pd

 ,

=
[
Jp̈ Jq̈

]p̈pd − J̇pq̇

q̈pd

 ,Jp̈ ∈ Rn×m, Jq̈ ∈ Rn×n,

=
(
p̈pd − J̇pq̇

)
+ q̈pd.

(8)

In order to predict the trajectories of the continuous domain dynamic system over a preview horizon
Tpreview, Ac and Bc need to remain constant. This implies subsequently constant Jacobians Jp and Jh,and their derivatives J̇p and J̇h. This is a valid assumption since the robot configuration is consideredto undergo small changes during Tpreview. In addition, the prediction requires the discretization of themodel using the time step ∆t during which s and u are constant, and such that N∆t = Tpreview with
N ∈ N is the preview-horizon length, which yields to

si+1 = Adsi +Bdui, (9)
where the subscript (.)i denotes the state or command at t = i∆t, i = 0, . . . , N , and Ad,Bd are thediscrete-time formulation of Ac,Bc, respectively such thatAd Bd

0 I

 = exp

Ac Bc

0 0

∆t

 (10)
Based on the discrete-time model (9), the preview model is constructed such that

s = As0 +Bu, (11)

s =


s1...

sN+1

 ∈ R(2m+2n+2)(N+1), u =


u0...
uN

 ∈ R(3m+3n)(N+1), (12)

A =


Ad

A2
d...

AN+1
d

 ∈ R(2m+2n+2)(N+1)×(2m+2n+2), (13)

B =


Bd 0 0 · · · 0

AdBd Bd 0 · · · 0... ... ... . . . ...
AN

d Bd AN−1
d Bd AN−2

d Bd · · · Bd

 ∈ R(2m+2n+2)(N+1)×(3m+3n)(N+1), (14)
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where s0 is the initial state, s denotes the stack of predicted states and u is the stack of control inputsequence along the preview horizon Tpreview. The MPC computes u that minimizes a sum of weightedquadratic cost-functions and a set of constraints on u and s. In the next subsection, we detail the MPCcost-functions and constraints formulation.

Figure 3: Panda end-effector moving towards the Cartesian target while avoiding collision with the yellowball and keeping its CoM (orange point) behind the red line.
Generally, the criteria to be minimized in the cost-functions denote the desired performances that theclosed-loop system should enjoy. Often, not all the performance criteria can be simultaneously met.Hence, depending on the context and application, to the criteria describing the desired behavior ofthe robot should be assigned a high weight compared to other criteria that are intended primarily foroptimization purposes. Conversely, the constraints describe the limitations and bounds on both thecontrol input and the state and have a higher priority over the performance criteria. These constraintsare qualified as “soft” (small violation is tolerated) or “strict” (cannot be violated).For instance, we can define the following performance criteria:

• steer the control input toward the reference targets:

min
w1

2

∥∥∥ui − uref

∥∥∥2 = min
w1

2

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
ui −



pref

ṗref

p̈ref

qref

q̇ref

q̈ref



∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

2

, (15)
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• minimize the tracking error between the state and reference targets:

min
w2

2

∥∥∥∥∥∥∥∥∥∥∥


I 0 0 0 0 0

0 I 0 0 0 0

0 0 I 0 0 0

0 0 0 I 0 0

 si −


pref

ṗref

qref

q̇ref



∥∥∥∥∥∥∥∥∥∥∥

2

= min
w2

2

∥∥∥Csi + d

∥∥∥2 , (16)

• minimize the jump on joint velocity:
min

w3

2

∥∥∥q̇i+1 − q̇i

∥∥∥2 = min
w3

2

∥∥∥[0 0 0 I 0 0

]
((Ad − I) si+Bdui)

∥∥∥2
= min

w3

2

∥∥∥Esi+Fui

∥∥∥2 , (17)

• cost on the terminal trajectory point

min
w4

2

∥∥∥∥∥∥
I 0 0 0 0 0

0 I 0 0 0 0

 sN+1 −

pref

ṗref

∥∥∥∥∥∥
2

= min
w4

2

∥∥∥GsN+1 + g

∥∥∥2 , (18)

along with the following the constraints:
• joint position constraint:

q̇ + α (q − qmax) ≤ 0 (19)
q̇ + α (q − qmin) ≥ 0 (20)

αqmin ≤
[
0 0 αI I 0 0

]
si ≤ αqmax, (21)

• joint velocity constraint:
q̇min ≤

[
0 0 0 I 0 0

]
si ≤ q̇max, (22)

• joint acceleration constraint:
q̈min ≤ 1

∆t

[
0 0 0 I 0 0

]
((Ad − I) si +Bdui) ≤ q̈max, (23)

• dynamic constraint
τmin ≤ Mq̈i +Nq̇i + τg ≤ τmax,

τmin − τg ≤
(
M

∆t

[
0 0 0 I 0 0

]
(Ad − I) +N

[
0 0 0 I 0 0

])
si

+
M

∆t

[
0 0 0 I 0 0

]
Bdui ≤ τmax − τg,

(24)
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• distance constraint formulation:
ḣi + αhi ≥ 0, α > 0,[

0 0 0 0 1 α

]
si ≥ 0.

(25)
with α denoting the convergence profile to the boundary. The lower α, the smoother the conver-gence, and the earlier the deceleration.

These control performances and constraints are not exhaustive. In fact, we can further consider other
control objectives like minimizing the joint jerk ∥∥∥ ...

q

∥∥∥2 and Cartesian velocity of the end-effector position
ṗ.Note that the joint-position and distance constraints could well have been simply formalized as (in ageneric form)

hi ≥ 0. (26)
Nevertheless, this formulation is not convenient. The constraint formulation needs to ensure two prop-erties: the forward invariance and asymptotic stability of the set C = {q ∈ Rn : h(q) ≥ 0}. The formerproperty ensures that the constraint will be satisfied forward in time if h0 ≥ 0, whereas the latter guar-antees the converges to C if h0 < 0. Indeed, 26 does enable the first property but not the second. Onthe other hand, the formulation 25 exploits the Control Barrier Function (CBF) formalism and therebydoes ensure the two above properties: ḣ = 0 if h = 0 (stop at the constraint boundary) and ḣ > 0 if
h < 0 (increase the distance to converge back to h = 0).To ensure the MPC feasibility, slack variables δ ∈ Rd can be considered to relax the soft constraints thatare potentially in conflict with other hard constraints. d ∈ N is then the number of relaxed constraints.For example, the relaxed distance constraint is

ḣi + αhi + δi ≥ 0, δi ∈ R (27)
The command vector is then extended to include the slack variables ũT =

[
δT uT

], and accordingly
the matrix B̃d =

[
0 Bd

]. Hereafter, the tilde sign is dropped for ease of notations. In addition, the
cost-function w5

∥∥∥δ∥∥∥2 is then added to penalize the slack variables amplitude. Another key reason for
formulating the joint-position constraint as a joint-velocity constraint in 21 is to reduce the size of theslack variables dimension d, and optimize the computation time. In fact, instead of using δ ∈ Rd=2n

to relax separately the joint-position (expressed as in 26) and velocity constraints 22, only δ ∈ Rd=n issufficient to relax both constraints since they are expressed in terms of velocity in 21 and 22.Slack variables could have also been considered to ensure the feasibility of the reactive WBQP by relaxing(softening) some or all the constraints. Yet, this will only ensure point-wise-in-time feasibility at theexpense of constraints satisfaction. In contrast, relaxed MPC ensures the feasibility along the previewhorizon with the predicted states. Furthermore, we show in the experiment section that the relaxationof the constraint 25 does not necessarily imply the violation of the distance constraint.Using the compact system model 11, all the weighted cost-functions from 15 to 18 and constraints from21 to 25 can be expressed in a compact form that depends only on u, and which yields to the followinglinear MPC formulated as a weighted-prioritized QP
min
u

∥∥∥Ss0 +Uu+ v

∥∥∥2 (28a)
s.t: Ws0 +Yu+ z ≤ 0 (28b)
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28a encompasses the weighted sum of cost-functions on control (15), state (16), mixed (17) and terminaltrajectory point (18), and similarly for the constraint 28b.At each MPC instantiation, the initial state s0 is computed based on the actual robot state using thesensory feedback. Once the MPC computation is performed, only the first control component u0 is sentas optimal targets for the end-effector and posture tasks defined in the WBQP such that
p̈pd = p̈∗ −Dṗ (ṗ− ṗ∗)−Pp (p− p∗) (29)
q̈pd = q̈∗ −Dq̇ (q̇ − q̇∗)−Pq (q − q∗) (30)

Then, WBQP computes the joint commands (joint-torque τ for torque-controlled robots, and joint-acceleration q̈ double integrated to have q̇ and q for kinematic-controlled robots). Note that, unlikethe reactive WBQP that is based on the task gains, the robot motion dynamics is tuned by the MPCweights especially w1 and w2 which denotes how fast the optimal target and predicted state convergeto the reference target, respectively.
n m d N ∆t α wp̈ wq̈ Pp Dṗ Pq Dq̇

7 3 9 10 0.12 1
4∆t 500 10 10I 2

√
10I 1I 2I

w1 w2 w3 w4 w5

2000 500 30 200 20 · 106

Table 1: Meta-parameters used in simulation.

(a) (b)
Figure 4: Time evolution of h∗ (blue) and ḣ∗ (orange) in the case of reactive WBQP control scheme(baseline approach): (a)hcoll and ḣcoll, (b)hcom and ḣcom. The collision and CoM constraints are insertedin WBQP if hcoll and hcom are less than their respective margins shown in red dash-dotted line.
Preliminary experiments are being conducted on the Panda robot.

15 H2020 EU project I.AM. (No. 871899)



Figure 5: Robot configuration when reactive WBQP controller (baseline approach) fails to find a solu-tions.

4 Self-Correcting QP-Based Robot Control

Quadratic programming (QP)-based controllers allow many robotic systems, such as humanoids, to suc-cessfully undertake complex motions and interactions. However, these approaches rely heavily on ade-quately capturing the underlying model of the environment and the robot’s dynamics. This assumption,nevertheless, is rarely satisfied, and we usually turn to well-tuned end-effector PD controllers to com-pensate for model mismatches.
In this work, EPFL proposed to augment traditional QP-based controllers with a learned residual inversedynamics (IDs) model and an adaptive control law that adjusts the QP online to account for model un-certainties and unforeseen disturbances. In particular, we propose:

1. learning a residual IDs model using the Gaussian Process and linearizing it so that it can be incor-porated inside the QP-control optimization procedure and
2. a novel combination of adaptive control and QP-based methods to avoid the manual tuning ofend-effector PID controllers and faster convergence in learning the residual dynamics model.

In simulation, we extensively evaluate our method in several robotic scenarios ranging from a 7-degreesof freedom (DoFs) manipulator tracking a trajectory to a humanoid robot performing a waving motionfor which the model used by the controller and the one used in the simulated world do not match(unmodeled dynamics). Finally, we also validate our approach in physical robotic scenarios where a 7-DoFs robotic arm performs tasks where the model of the environment (mass, friction coefficients, etc.)is not fully known.
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Figure 6: The proposed framework for robot torque control uses a QP scheme. The green componentsindicate our contributions developed in this study. This framework computes the joint torques τ torealize a desired end-effector acceleration ẍd. Through online reference adaptation, given the feedbackfrom robot end-effectors, and error model exploitation, using Taylor expansion, our approach enablesthe QP to correct itself such that the expected joint accelerations, q̈d, converge to the actual values, q̈.

Figure 7: Successful trial of the Talos task. Through ID learning and online adaptation, SCQP learns toperform the waving task (left) without falling despite relatively big mismatches in the mass of the armsand the friction coefficient. The phase tracking accuracy during the waving task (middle) indicates theeffectiveness of model learning in SCQP after only a few trials compared to the other approaches (right).Solid lines are the median over ten replicates, and the shaded regions are the areas between the 25thand 75th percentiles.
This work was recently published in Transactions of Systems, Man, and Cybernetics [9].
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5 Stability, Robustness and Performance

This task has started in M6 and will end in M42. The goal of this task is to analyze the impact-awareQP control approach from a control theory perspective. There are two concurrent studies: the first isconducted by CNRS and the second conducted by TU/e.

5.1 General stability of QP control

The first study concerns the general stability of the QP w.r.t to the task’s gains and the forward invari-ance of the QP constraints. Task-space quadratic programming (QP) is an elegant approach for con-trolling robots subject to constraints. Yet, in the case of kinematic-controlled (i.e., high-gains positionor velocity) robots, closed-loop QP control scheme can be prone to instability depending on how thegains related to the tasks or to the distance-constraints are chosen. In I.AM. we address such instabilityshortcomings considering that T4.1 will result in a QP with impact-aware enhanced constraints. First,we demonstrated by simulation and theoretically the non-robustness of the closed-loop system againstnon-modeled dynamics, such as those relative to joint-dynamics, flexibilities, external perturbations,etc. Then, we proposed in [10] a robust QP control formulation based on high-level integral feedbackterms in the task-space (including the distance-constraints). The proposed method is formally provedto ensure the closed-loop robust stability. Our approach is intended to be applied to any kinematic-controlled robot under practical assumptions and assessed through experiments on a fixed-base robotperforming stable fast motions, and a floating-base humanoid robot robustly reacting to perturbationsto keep its balance.The stability analysis is based on Lyapunov theory. Our solution is elegant as it applies directly to theexisting QP templated tasks (including the impact-aware ones). In contrast to [11] where the joint con-troller model is required, our approach is straightforwardly used with any kinematic-controlled robotas it does not require the exact knowledge of the joint-dynamics model which we only assume to beInput-to-State-Stable (ISS). We also further advanced [2] in two ways: (i) we account for the lack of joint-dynamics in closed-loop; (ii) we include the distance-constraints in the stability analysis. Although wedefine the set robust stability similarly to [12], our approach is different in three main points: (i) the fac-tors against which the robustness is enforced, (ii) the formalism adopted to prove robustness, and (iii)the nature of the term added to achieve robustness.To sum-up, our contributions in this task are as follows:
• Task-space QP formulation that guarantees global robust task-stability;
• Robust distance-constraint formulation;
• Task stability investigations in the case of multi-objective weighted-prioritized robust constrainedQP;
• Integration into our existing framework and validation on a robotic manipulator and a humanoidrobot.

This work is published in IEEE TRO [10].
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5.2 Robustness to velocity jumps in impact-aware control

The second study, conducted by the TU/e, attempts to robustify the QP controller to ensure that velocityjumps triggered by impacts do not lead to unstable behavior. Such unstable behavior could be triggeredby peaks in the velocity tracking error, if the contact state of the reference used for control does notmatch that of the actual system as a result of a mismatch between the expected and actual impact times.This can in turn trigger unexpected jumps in the input signals, potentially destabilizing the system.To deal with this phenomenon within the context of QP control, the existing framework of referencespreading is extended. Reference spreading, initially defined in [13], removes input peaks in trackingcontrol by defining an extended ante-impact and post-impact reference that are connected by an ana-lytical impact map, and overlap around the nominal impact time. By switching to the post-impact ref-erence upon impact detection, the reference corresponding to the actual contact state is always used,making the system robust to uncertainties in the impact timing.In [14], this framework of reference spreading has been extended to blend with task-space QP controlrather than the previously used state feedback control, allowing the reference spreading frameworkto be used with the QP controllers developed in this project. Furthermore, this approach extendedthe framework to avoid input peaks for control of motions with nominally simultaneous impacts byintroducing a novel interim-impact phase aside from the ante- and post-impact phases. This is highlyrelevant for the GRAB scenario, as this makes the system robust to non-simultaneity of the impactingrobots and points on the end effector surfaces. [15] further extends the reference spreading frameworkby defining a similar impact-aware QP control approach for time-invariant references, much like theDynamical Systems-based control approach developed by EPFL, adding robustness to changing initialconditions or unexpected disturbances that would cause a large tracking error for time-based trackingapproach. In [16], this time-invariant impact-aware QP control approach is further extended to suit fora dual-arm system, pursuing simultaneity of impacts between both robots, even when the robots startin asymmetric initial conditions with respect to the expected impact points.

Figure 8: Normal velocity and input force of one of the robots during GRAB experiments with referencespreading (RS), compared against three baseline control approaches. Red and blue dashed lines indicatethe (extended) ante- and post-impact references, and vertical dashed lines indicate mode switchingtimes, triggered by the nominal impact time (left two plots) or impact detection (right two plots).
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While the approaches in [14, 15, 16] are validated by means of simulations with a planar robot, experi-mental validation has been performed in [17] with two Franka Emika robots, showing the effectivenessof the time-based reference spreading approach in the context of the GRAB scenario. Figure 8, takenfrom [17], shows these results for the proposed reference spreading-based control approach and threebaseline control approaches. For the baseline control approach that does not use reference spreading atall, and the approach that uses reference spreading without the aforementioned interim-impact mode,large peaks in the desired force signal fy can be observed. For the baseline approach that removes veloc-ity feedback around the impact time to prevent peaking, this force peak is indeed less severe. However,a large vibration in the velocity vy can be observed, causing poor performance in the execution of thedesired grasping task. The proposed approach, which uses reference spreading with an interim-impactmode, is the only approach that shows a reduction of the peak forces without losing control perfor-mance.For the future, also the time-invariant reference spreading approach of [15, 16] will be experimentallyvalidated. Finally, the aim is to show a formal proof of stability for the proposed reference spreadingcontrol approaches.

20 H2020 EU project I.AM. (No. 871899)



6 Non-prehensile manipulation control via hitting

The hitting dynamical system is a function that provides the desired end effector velocity of the robotgiven its position and the directional inertia (described in Task 2.3.1a). This direction is the direction ofhitting. If we are aware of a desired directional inertia value or a property of the desired directionalinertia such as it should be locally maximum, then we can add these desired tasks to the Null space ofthe controller. This allows for the robot to move along the path and allow for the inertia to possess thedesired property, if feasible. Let, λh(q) = ĥTΛt(q)ĥ be the directional inertia, where ĥ is the unit vectorin the hitting direction, and Λt(q) is the translational task space inertia of the robot at its end effector.As the robot end effector moves along f(χ) (the dynamical system), the following controller allows forincreasing the inertia perceived at the end effector along the direction of the vector field f(χ)

q̇ = J†(q)f(χ) +N [β1(qm − q) + β2∇qλh(q)], β1, β2 ∈ R+

where, N = I−J(q)†J(q) is the dynamically consistent Null space for joint velocities, qm is a maximumvelocity manipulability confihuration at the desired hitting cartesian position and β1, β2 are hyperpa-rameters, which control the relative weights of achieving qm and moving in the direction of increasingdirectional inertia.Instead of maximizing the directional inertia, if we want to achieve a desired directional inertia λ∗ whiletracking the dynamical system, with priority to the latter, in the null space, ∇qλh(q) is multiplied with
(λh(q) − λ∗). This changes the joint velocities towards the configuration with the desired directionalinertia if the redundancy allows for it.

q̇ = J†(q)f(χ) +N [β1(qm − q) + β2(−∇qλh(q)(λh(q)− λ∗))], β1, β2 ∈ R+

The effect of the above controllers can be seen in the figure 9. The increasing directional inertia con-troller tries to align the entire robot in the direction of hitting, while the specific directional inertia con-troller leads to a a part of the robot aligned in the hitting direction.One step further from the directional inertia, we also move in the direction of achieving the desiredtranslational inertia matrix (Λ∗). Stein distance is used as a distance metric between the current anddesired inertia matrix, represented as g(q). We minimize the distance between the current inertia matrixand the desired inertia matrix, while following a DS under joint position and velocity constraints.
q̇ =argmin

q̇

1

2
∥f(χ)− Jq̇∥22 + k1(∇qg(q))q̇ + k2 ∥q̇∥22

s.t. q̇min ≤ q̇ ≤ q̇max, qmin ≤ q ≤ qmax

k1, k2 ∈ R+

(31)

where, k1 and k2 are the weights for the penalties on derivative of the stein distance and the joint veloc-ity norm. The figure 10 shows that following the inertia based controller leads to different configuration,the inertia of which is closer to the desired inertia matrix. The code for the controllers with the robotsimulation is publicly available here 3
This work has been accepted for publication in IEEE T-RO.

3https://github.com/epfl-lasa/hittingsim.git
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(a) (b)
Figure 9: Figure (a): The three different control systems lead to different joint configurations at the de-sired final position. The IK controller leads to the joint configuration closest to the initial configuration.With the increasing directional inertia controller, the robot’s configuration is aligned with the desireddirection. Since the specific directional inertia is lower than the maximum achievable in the desireddirection and the directional inertia achieved by the inverse kinematics controller, the configurationachieved with the specific inertia controller is least aligned with the hitting direction; Figure (b): Quanti-tative comparison of the controllers - The three curves show the different directional inertia of the robotwhile following a trajectory with three different controllers. The green curve shows the controller tryingto maintain the directional inertia along the trajectory equal to 6 units while following the trajectory.

(a) (b) (c)
Figure 10: Figure (a): This is the starting configuration of the robot; Figure (b): Final configuration of therobot under the IK Controller. This configuration is moving away from the desired inertia matrix; Figure(c): Final configuration of the robot under the Inertia QP Controller. This configuration is closer to thedesired inertia configuration while achieving the final position
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7 Benchmarking

Benchmarking impact-aware QP control was made through the APIs developed for all the robots usedin I.AM.In mc rtc, an interface is used to enable communication between the control framework and a robot’shardware or simulation. The role of an interface is to provide inputs to the control framework – suchas force sensors, joint sensors’ or inertial measurement units’ readings – and forward the output of thecontroller to the real or simulated robot.The benefit of this approach with regard to benchmarking is that the same controller can run in sim-ulation and on real hardware. The only change is related to the interface being used. Moreover, thesame controller can even be used with different robots provided it accounts for minor differences – forexample, frame names.Within the scope of I.AM., four APIs were developed to allow us to deploy impact-aware QP controlon three robotic platforms used within the project – Franka Emika Panda robots, Univeral Robots UR 10robot, and KUKA IIWA7 and IIWA14 robots – as well as one interface for enabling the usage of the controlframework within the Algoryx Dynamics simulator.The four interfaces that were developed for benchmarking I-Control are as follows:
1. mc click 4 integrates mc rtc and the Algoryx Dynamics simulation by using the Click protocol jointlydeveloped by CNRS and Algoryx. This protocol is described in Deliverable 1.2;
2. mc rtc ros control 5 provides an interface between mc rtc and the ros control framework 6; thisis used to control Universal Robots robots;
3. mc franka 7 provides an interface between mc rtc and libfranka 8; this is used to control FrankaEmika Panda robots;
4. mc kuka fri 9 is an interface between mc rtc and KUKA FRI 10; this is used to control KUKA robots;

Furthermore, the mc iam 11 plugin was developed to provide a hardware-agnostic interface to the vac-uum gripper used within the project.

4https://gitlab.tue.nl/h2020-i-am-project/mc_click5https://github.com/mc-rtc/mc_rtc_ros_control6http://wiki.ros.org/ros_control7https://github.com/jrl-umi3218/mc_franka8https://frankaemika.github.io/docs/libfranka.html9https://github.com/gergondet/mc_kuka_fri10https://www.kuka.com/en-us/products/robotics-systems/software/system-software/sunriseos11https://gitlab.tue.nl/h2020-i-am-project/mc_iam
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8 Conclusion

In this Deliverable D4.1, we provided an overview of the publications associated with the I.Control frame-work. The report focused essentially on tasks T4.1 to T4.3 and provided approach summaries and mainresults related to each publication pertaining to each task.More specifically, the report presented four main methods, where one is used to formulate a QP-awarecontrollers, the second one is on model preview and adaptive control using mpc-governor, and the lasttwo concurrent methods are formulated around the general stability of the QP .These solutions are tested on real robots, using the QP control framework that is already made availableto all I.AM. partners that required it. Moreover, in Section 7, all the APIs that were developed withinI.AM. are briefly described.The final solutions of I.Control will be integrated with those of I.Model, I.Sense and I.Learn and thenvalidated in the GRAB scenario, which will be reported in Deliverable 5.5.
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